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INTRODUCTION

Keratoconus is a visual impairment characterised by the thinning and 
protrusion of the cornea into a conical shape. It typically affects both 
eyes, with one eye often being impacted more severely. The condition 
usually manifests between late adolescence and early adulthood, 
progressing over ten years or more. Initially, the visual impairments 
were corrected using spectacles or soft contact lenses. As the disease 
progresses, rigid gas-permeable or scleral lenses may become necessary. 
Severe cases may require corneal transplantations. Corneal collagen 

cross-linking aims to halt or decelerate keratoconus progression, 
potentially averting transplant surgery.1 Symptoms include blurred or 
distorted vision, sensitivity to bright light and glare, frequent changes in 
eyeglass prescriptions, and sudden deterioration of vision or cloudiness. 
Rapid vision deterioration, particularly irregular astigmatism, 
warrants prompt ophthalmological evaluation. The precise aetiology 
remains unknown; however, it is hypothesised to involve genetic and 
environmental factors. Risk factors include family history, vigorous eye 
rubbing, and conditions such as retinitis pigmentosa, Down syndrome, 
and connective tissue disorders.1,2
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Complications of keratoconus include rapid corneal swelling (hydrops) 
leading to sudden vision loss and scarring, as well as progressive corneal 
scarring requiring transplant surgery, particularly in advanced cases. 
However, convolutional neural network (CNN) algorithms typically 
analyse entire ocular images, including nonessential structures, 
resulting in redundant data processing that may diminish their ability 
to accurately detect keratoconus-related abnormalities. By isolating the 
region of interest (ROI), our objective was to facilitate the processing 
for subsequent algorithms, enhancing their capacity to identify 
relevant features associated with keratoconus pathology. Traditional 
methods, such as support vector machines (SVM) and random forests 
(RF), rely on manually engineered features, which may fail to capture 
the nuanced patterns of keratoconus progression. To define the ROI, 
we employed YOLOv8, which is recognised for its high object detection 
accuracy. This ensures that classification algorithms focus on diagnostic 
challenges without extraneous elements.3,4 This preprocessing step 
enables algorithms to discern differences in crucial features, potentially 
achieving a higher accuracy in keratoconus detection. By eliminating 
redundant information, we reduce the computational burden, resulting 
in a shorter execution time. We aimed to improve both the accuracy and 
efficiency of the classification algorithms, benefiting ophthalmology 
diagnostic practices and patient outcomes.

In summary, this study proposes a two-stage keratoconus detection 
approach using YOLOv8 for ROI extraction and CNN-based classification 
to improve the diagnostic performance. This study aimed to develop an 
advanced methodology for detecting keratoconus, a progressive corneal 
disorder, using pre-trained CNNs and targeted image preprocessing 
techniques. By employing a two-stage process, using YOLOv8 for 
eye region extraction and leveraging transfer learning on extracted 
regions, this approach highlights the role of ROI cropping in improving 
diagnostic accuracy. This study demonstrates how integrating ROI-
based preprocessing with robust CNN models, such as Xception and 
InceptionResNetV2, can significantly enhance the detection accuracy 
and other diagnostic metrics. This innovation has the potential to 
facilitate earlier detection and better management of keratoconus, 
improving patient outcomes. The main contributions of this study are 
as follows:

Significant accuracy improvement through region of interest 
extraction: Utilizing YOLOv8 for precise eye-region extraction enhances 
the CNN classifier accuracy.

Enhanced diagnostic metrics: Integrating ROI preprocessing with 
transfer learning improved recall, precision, and F1-score, emphasising 
the benefits of focusing on diagnostically relevant regions.

Efficient two-stage detection pipeline: The proposed methodology 
reduces redundant data processing and computational load while 
maintaining high performance, enabling more efficient early detection 
of keratoconus in clinical settings. 

The remainder of this paper is organised as follows. We begin with an 
introduction (section 1) that establishes the context and purpose of the 
investigation. The literature review (section 2) examines current research 
in the field, identifying gaps and significant findings that informed our 
work. The methodology (section 3) explains the study design, data 
collection, and analytical methods employed. We then present the 
experimental results (section 4), discuss our findings, and elucidate 

their significance. Finally, we reflect on the challenges encountered and 
propose areas for future research (section 5).

Literature Review

Keratoconus is an eye condition that involves thinning and conical 
bulging of the cornea, creating challenges for analysis and treatment. 
With technological advances, machine learning (ML) and CNN have 
become valuable in clinical photograph evaluation, offering more 
accurate detection of keratoconus. In this literature review, we studied 
ML and CNN strategies to identify keratoconus and discussed their 
benefits, drawbacks, and functionality in scientific settings.

Traditional Machine Learning-Based Approaches

In early keratoconus detection, researchers used conventional devices 
to develop algorithms, such as SVM, multilayer perceptrons, and RF, 
focusing on features from corneal topography or tomography images.5 
Applied an SVM to corneal topography data to differentiate normal 
eyes from keratoconus-affected eyes, achieving promising accuracy. 
However, traditional methods such as SVM and RF rely on manually 
engineered features, which may fail to capture nuanced, non-linear 
patterns of keratoconus progression.6

Deep Learning-Based Approaches

CNN models have revolutionised medical image analysis by 
automatically extracting features from raw images, thereby eliminating 
the need for manual feature extraction. They have shown excellent 
performance in detecting keratoconus, particularly in anterior segment 
optical coherence tomography (AS-OCT) and corneal tomography 
images.7 Developed a CNN architecture for screening keratoconus using 
AS-OCT images, achieving high sensitivity and specificity.8

Transfer learning has become prevalent in keratoconus detection. This 
technique involves fine-tuning pre-trained CNN models for specific 
tasks and leveraging knowledge from large datasets. It enhances 
model performance and reduces the need for extensive labeled data. 
Researchers are exploring innovative deep learning architectures for 
keratoconus detection, such as attention mechanisms and generative 
adversarial networks (GANs), to improve diagnostic accuracy.8,9 Recent 
advances have demonstrated the effectiveness of combining attention 
mechanisms with neural networks, including GANs, to enhance corneal 
image analysis. In10, a U-Net model with edge and spatial attention 
mechanisms improved OCT image segmentation accuracy, achieving 
a Dice score of 94.99%.11 used attention-enhanced CNNs to focus 
on retinal fundus images for glaucoma classification, highlighting 
important regions, such as the optic disc.12 proposed a constrained 
GAN for medical image enhancement, incorporating structural and 
illumination constraints with attention mechanisms to enhance corneal 
images, outperforming traditional methods in NIQE and PIQE metrics. 
A semi-supervised multi-scale self-transformer-GAN was proposed in13, 
to segment corneal ulcers from slit-lamp images, capture long-range 
dependencies, and enhance performance in labeled and unlabelled 
datasets.14 Combined local extrema information and quantised Haralick 
features from fundus images, with a long short-term memory network 
to classify diabetic retinopathy symptoms and capture texture and 
multiresolution details, while analysing retinal vasculature and hard-
exudate patterns with high precision.
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MATERIALS AND METHODS

Dataset 

Sample input images for keratoconus in the normal, mild, and advanced 
cases are shown in Figure 1. A total of 1,000 images were obtained and 
separated into severe, mild, and normal eye condition categories. These 
images were collected, under a non-disclosure agreement, at the North 
Eye Center in Iraq with a non-disclosure agreement. Mild and advanced 
cases accounted for 70% of the total samples, with approximately 35% 
for each of these classes, while 30% were normal cases. Half of the 
images were used to train the object detection model in stage 1, and 
the other half to train the classification model in stage 2. The datasets 
for each stage were split into training, validation, and test sets at ratios 
of 70%, 20%, and 10%, respectively. The performance of these stages 
was evaluated using a test set to evaluate the validity of both models.

To improve the performance of both models, data augmentation, 
including contrast adjustment, rotation, linear translation, zooming, 
and flipping, was applied to enhance the model generalization and 
mitigate overfitting. This augmentation process was applied only to 
the training datasets before training, and each method was randomly 
applied to the original images with a certain probability. This process 
was repeated six times to generate different variations in the original 
image. The original images were retained without modifying the 
training dataset.

Keratoconus Diagnosis System

The proposed keratoconus detection method was implemented in two 
stages (Figure 2). The raw facial image was presented to the trained 

YOLOv8 model, and the extracted eye region images were fed to the pre-
trained ImageNet model for keratoconus stage classification (normal, 
mild, or advanced). Both models were trained using separate datasets. 
However, during inferencing, they were combined sequentially, with 
the YOLOv8 object detector’s output becoming the classifier model’s 
input, constituting the complete pipeline for keratoconus identification.

YOLOv8 Object Detection Model

YOLOv8, introduced by Ultralytics,15 significantly enhances end-to-
end object detection. It employs an efficient backbone architecture 
for feature extraction and integrates a Feature Pyramid Network to 
improve detection across multiple scales. YOLOv8 adopts an anchor-
free approach that directly predicts the center, width, and height of 
bounding boxes, simplifying detection by eliminating the predefined 
anchor boxes. This method enhances speed and accuracy. The algorithm 
processes the entire image in a single pass, consistent with its “you only 
look once” principle, and applies non-maximum suppression to remove 
overlapping boxes, retaining only the most confident detections. The 
YOLOv8 model was trained to detect eye regions in facial images, and 
the extracted regions were then presented to the CNN classifier for 
keratoconus stage identification.

Transfer Learning for Classification

Transfer learning has been widely applied in deep learning. The 
weights of a pre-trained CNN model’s weights, learned on the ImageNet 
challenge dataset, were used for the custom task by replacing the 
classifier head, which allowed the transferred model to learn a new 
task. This method is more robust and accurate than a deep learning 
model trained from scratch. Five pre-trained CNN models (Xception, 
InceptionV3, ResNet152, InceptionResNetV2, and EfficientNetV2S) 
were evaluated. Classifier heads were replaced to adapt the models to 
keratoconus diagnostic tasks. A global average pooling layer flattened 
the extracted features, followed by two fully connected dense layers 
(512 and 256 nodes) and one output dense layer with three a softmax 
activation to learn the keratoconus stages. The models were trained 
using the Adam optimiser, with a 0.01 learning rate up to 100 epochs.

Experimental Results and Discussions

The performance of the pre-trained models was evaluated with and 
without ROI extraction using the YOLOv8 object detector. Table 1 
presents the results of the pre-trained CNN models when raw facial 
images were directly inputted into them. Table 2 illustrates the 
results when the eye region was initially extracted using YOLOv8 and 
subsequently presented to the classification models. This is evidenced 
by the consistent improvement in the model performance when 

Figure 1. Sample keratoconus image for advance, mild and 
normal eye conditions.

Figure 2. Proposed keratoconus diagnostic system through detecting image patches from the facial image and then classifying input image 
patches (eye regions) with the stage of keratoconus disease.
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employing YOLOv8 object detection. With ROI extraction, the Xception 
model demonstrated a 2.37% improvement in accuracy, rising from 
91.43% to 93.80%, whereas InceptionResNetV2 showed the highest 
accuracy at 94.23%. The recall metric of Xception improved from 89.02% 
to 90.98%. InceptionV3, which initially demonstrated an accuracy of 
87.98% without an object detector, improved to 90.15% after eye-region 
extraction. These improvements suggest that ROI extraction facilitates 
focusing on sample characteristics, thereby enhancing its ability to 
generalize and identify key data patterns.

However, not all the models exhibited the same trend. InceptionResNetV2 
demonstrated a modest increase in accuracy from 91.45% to 94.23% 
and a slight improvement in recall and the F1 scores. This indicates that 
although YOLOv8 object detection, enhances the model performance, 
the extent of its effect may depend on the model’s inherent architecture. 
ResNet152 exhibited one of the largest improvements in accuracy, 
increasing from 85.18% to 87.51%. Overall, extracting the eye region 
appears to be valuable for enhancing model performance, particularly 
for increasing recall and precision. The results in Table 2 highlight 
the efficacy of YOLOv8 preprocessing in improving classification 
performance. Among the evaluated models, InceptionResNetV2 
demonstrated the highest accuracy, whereas ResNet152 demonstrated 
modest gains.

CONCLUSION

Despite significant advancements, challenges persist in developing and 
applying ML and CNN for keratoconus detection. Limited annotated 
datasets, variability in imaging protocols, and generalisability to diverse 
populations pose constraints. The capacity to train deep learning 
models and their integration into clinical workflows warrants further 
investigation. ML and CNN approaches demonstrate considerable 
potential for enhancing the early diagnosis and management of 
keratoconus. Continued research on data standardisation, model 
interpretation, and clinical validation is essential to translate this 
technology into routine clinical practice, benefiting keratoconus 
patients globally. In refining keratoconus diagnostic techniques, we 
encountered the following obstacle: the incorporation of extraneous 
data into ocular images. Traditional CNN algorithms exhibit limitations 

owing to redundant information from nontrivial sources, which affects 
accuracy and efficiency. To address this, an object detection method 
that emphasises a ROI extraction from ocular images is proposed. Future 
integration of explainable AI methods could improve clinical adoption 
by enabling transparent decision making for keratoconus diagnosis.

MAIN POINTS

• Novel dataset was collected in this study.

• Two stages deep learning based approach was developed to detect 
the keratoconus eye disease.

• Comparing several deep learning architectures to evaluate the 
performance of deep learning models.

• Compare the performance of the deep learning models with and 
without using object detection algorithm.
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Table 1. Comparison results of CNN models without performing YOLOv8 detection.

Model Accuracy Recall Precision F1-score

Xception 91.43% 89.02% 89.05% 89.04%

InceptionV3 87.98% 80.13% 80.11% 80.11%

Resnet152 85.18% 79.43% 76.22% 77.79%

InceptionResNetV2 91.45% 88.23% 88.08% 88.16%

EfficientNetV2S 90.55% 86.78% 83.79% 86.42%

CNN: Convolutional neural network.

Table 2. Comparison results of CNN models after performing YOLOv8 detection.

Model Accuracy Recall Precision F1-score

Xception 93.80% 90.98% 89.05% 90.00%

InceptionV3 90.15% 82.99% 81.61% 82.29%

Resnet152 87.51% 81.46% 77.98% 79.68%

InceptionResNetV2 94.23% 89.82% 89.64% 89.73%

EfficientNetV2S 93.11% 87.93% 84.97% 86.42%

CNN: Convolutional neural network.
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